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ng to the network topology

2 |[BM SP at NERSC

node performance measurements
aboratory Classical Molecular Dynamics code
ance on the IBM SP with and without mapping

d 3D decomposition of applications

Taking advantage of the network topology
— The goals of the NodeMap project
— Automatically mapping 2D decompositions onto the network
— Examples of NodeMap modules



SP switch
es > 6080 compute processors

peak of 1500 M Flops/processor
s around 150 MFlops/processor

/ node (some 32 & 64 GB nodes)
mited to 2 GB / process

with MPI or OpenMP

IBM Colony switch connecting the SMP nodes

— 2 network adaptors per node
— MPI

http://hpcf.nersc.gov/computer s/SP/
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g smultaneoudly. 10000

1cy drops 80% when 4 pairsare
nicating, saturating the main
ry bandwidth on the node. 5000

Throughput in Mbps

- Communication bound codes will suffer
when run on all 16 processorsdueto
this saturation.

Bi-directional performance
16-way IBM SP node
Latency ~ 14 us 16 processes

(8 pairs)

8 processes
(4 pairs)

100

/ 4 processes
/ (2 pairs)

2 processes
(1 pair)

10,000 1,000,000
Message size in Bytes




ich makes sense
are two networ k

a1
o
o
o

iency drops 70% when 4 pairs
re communicating, just about
saturating the off-node
communication bandwidth.

Throughput in Mbps

Communication bound codes will
suffer when run on morethan 4
processor s due to this saturation.

Bi-directional performance
between IBM SP nodes
Latency ~ 23 us

32 processes
(16 pairs)

16 processes
(8 pairs)

A

8 processes
(4 pairs)

/VM’

100

Rendezvous
threshold

4 processes
(2 pairs)

2 processes
(1 pair)

10,000

1,000,000

Message size in Bytes



ynami Cs code

NES Tersoff potentials
ptimal performance

cally 5-6 A - 50-60 neighbors per atom

D simulation space

gions to neighboring nodes
nications.

pordinates and accumulatorsto all
nodes above and to the i ight to calculate all
pa| r interactions within the cutoff range.

L arge systems require just 5 communications,
while systems spread across more nodes

may involve many more passesin a
serpentine fashion around half the interaction
range.




il be difficult.

and off-node
munications are saturated
even at 1024 processors

(16 x 16-way SMPs)

256

SP

CMD scaling
on the
IBM SP

16-way SMPs

ildeal Speedup

A column mapping

|10 Million atoms |

- T column mapping

i 1 Million atoms |

-----------
~~~~~~~

- = = #column mapping

éﬁ[ 10,000 atoms |

| 100,000 atoms |

64 256 Number of Processors 1024



algorithms

ally decomposed onto a 2D mesh.
sical and Order-N Tight-Binding

ence and finite element codes

multi-grid approaches

ecompositions map well to most network topologies.

— 2D and 3D mesnhes and toruses, hypercubes, trees, fat trees

— Direct connections to nearest neighbor nodes prevents contention

e Writing algorithms using a 2D decomposition can provide
the initial step to taking advantage of the network topology.



advantage of the network topol ogy

ent topologies, which can even vary at run-time
ally do not allow requests for a given topology

e method for mapping to the topol ogy

of performance and scalability

NodeM ap will automatically determine the network topology at run-time

and pass the information to the message-passing library.



NodeMap

|

Ethernet MPP
TCP/IP custom network

NodeMap
E}p%%?g Neighbor-based
Routines data structure Point-to-Point
mum and aggregate Latency and
- Bandwidth
ests provide more [Performance dataj
Aggregate
performance measurements. \ Bandwidth

@ The best mapping is provided
through the MPI _Init or
MPI_ Cart_create functions.




modules

operate very quickly (seconds, not minutes).
easurements as a last resort.
problem at each stage.
P processes first using gethostname.
h node’ s nearest neighbors, then work outwards.
ghbor and switch information in the manner it isdiscovered.
Store local neighbors, then 2" neighbors, etc.
This data structure based on discovery makes it easy to write the topology analysis routines.
@ The network type or types should be known from the MPI configuration.
— Thisidentifies which network modules to run.

— The MPI configuration provides paths to the native software libraries.



our topology

Fat Tree

60dd7f b1f 9
gmd 78
host Type O
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1
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nunber O
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ap

oard_i nfo

u_version = 0x0900 (LANai9.0)

anai _speed = 134 Mz

houl d be | abel ed: "MM PCl 64B- 2- 59521")

gm D MAC Address gnmNane Rout e

2 00: 60:dd: 7f: bl: cO n26 ba bd 88
3 00: 60: dd: 7f: b0: e0 mL8 83
4 00:60:dd: 7f: bl1:f6 29 ba b3 89
55 00: 60: dd: 7f: ac: b2 25 ba b2 88
56 00: 60: dd: 7f: b0: ec n24 ba bf 86
58 00: 60: dd: 7f: bl: 06 20 84
: 59 00: 60: dd: 7f: b0: e3 mL9 82
the best mapping 61 00: 60: dd: 7f: b1: bd n28 ba be 86
62 00: 60: dd: 7f: b0: e8 27 ba bf 89
67 00:60: dd: 7f: ac: a8 23 ba be 89
77 00: 60: dd: 7f : ac: b0 dpack 80 (this node)
78 00: 60: dd: 7f: b1:f9 n22 ba be 88
80 00: 60: dd: 7f: b0: ed n82 ba b3 88



VI nfini Host 0

scover ed Node

New Di scovered Node

New Di scovered Node

New Li nk 4x Fronll D: 0004 FronPort:
New Li nk 4x FronlLl D: 0004 FronPort:
New Li nk 4x FronlLl D: 0004 FronPort:
New Li nk 4x FronlLl D: 0004 FronPort:

ap

de - Type: CA NunPorts: 02 LI D: 0003

New Node - Type: Sw NunPorts: 08 LI D: 0004
No Link 1x FronlLl D 0004 FronPort: 01
No Link 1x FronL| D 0004 FronPort: 02
No Link 1x FronL|I D 0004 FromPort: 03
No Link 1x FronlLl D 0004 FronPort: 04

05 ToLl D: 0002 ToPort:
06 ToLl D: 0002 ToPort:
07 ToLI D: 0009 ToPort:
08 ToLI D: 0003 ToPort:

New Node - Type: CA NunPorts: 02 LI D: 0009

New Li nk 4x Fronlil D: 0009 FronPort:

01 ToLlI D: 0004 ToPort:

w Link 4x Fronll D: 0003 FronPort: 01 ToLI|I D: 0004 ToPort: 08

06
05
01
01

07



P over InfiniBand, etc.

ds are present?
of active interfaces
hat type of network
eII what speed for Ethernet
pci, hinv provide a description of what is plugged into the PCI slots
~ Sometimes helpful, but may require a database
@ Can measuring latency identify the number of switchesin between?
- This may require many point-to-point measurements
- OS, driver, and NIC can affect the latency themselves
+ It may identify which nodes are on alocal switch
? Can simultaneous measurements be done to make this efficient?

@ Use aggregate measurements to probe higher level switches?



s to identify the MPP type
for the Cray T3E
'SP (anything better?)

nameto identify SMP processes

> This reduces the complexity of the problem

Use vendor functions if available (getphysnode on the Cray T3E)
@ Do we need amodule for each new type of MPP???



¢ map file of the topology?

cy and maximum throughput to one or more nodes

apping pair-wise bandwidth measurements

Try to measure the congestion factor

ncrease the number of pairs until the performance improves = X-dimension
— Repeat in the Y-dimension

— Use 2D global shiftsfor several regular arrangements
@ Measure the bi-sectional bandwidth =» Can identify fat trees
@ Additional tricks needed!!!




, SMP nodes
he host/switch information gathered
jue 1, 2 3rd  neighbors = mesh/torus
hether atreeis fully connected
andle more irregular arrangements of nodes.
dentify the general type of network

- May have an irregular arrangement of nodes on a mesh/torus

+ |dentify which nodes are irregular



idth for each network layer

rmance across switches or a given link
el p determine the topol ogy
ewer internal switches may still be afat tree

formance data to the Mapper along with topological data



_Cart_create(..., reorder=1)

rection requires the optimal passing

logy and performance data and provide the best
or eventually 3D or tree) algorithm.

egular arrangements first

codes for 2D onto N-dimensional topologies to guarantee
>st neighbors are directly connect

eMap may also be run from MPI_Init()

+ Provide optimal mappings for global operations (mainly binary trees)



etwork topology to scale well
decomposition

e mapped ideally to most network topologies
rovide automatic mapping to the topol ogy

s of taking advantage of the network topology

Questions

- How well will NodeMap handle irregular networks?
— Will it be difficult to provide a reasonable mapping?
e Can ageneric MPI module effectively discover atopology?

— |If so, how quickly can this be done?
— Will NodeMap need to generate static map files ahead of time?



rner @ameslab.gov

w.scl.amesl ab.gov/Projects/NodeM ap/
www.scl.ameslab.gov/Projects/NetPI PE/
cmp.ameslab.gov/cmp/CMP_Theory/cmd/cmd.htmi
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. - wrapped

ast line rate to avoid
ngestion.

Programming environment

- Scali MPI (ScaMPl)

- Intel and Gnu compilers

- PBS




Atoll 1890 M bps
4.7 us

a
= 4000
Myrinet =
(@)
GIgE offers =
for very large < 2000

igabit Ether net delivers 1000
900 M bps with a25-62 us latency.

10 GigE only delivers 2 Gbps 0 -

with a 75 us latency.

InfiniBand RDMA

7.5 us latency /\

InfiniBand
w/o cache effects

GigE
/ 62 us

10,000 1,000,000
Message size In Bytes




ave not tested directional nature of
the communication links.

16

uster

ALCMD scaling
on the SCI cluster
1 proc / node

Ideal Speedup

[ 100,000atoms |
/ 10,000 atoms

1000 atoms

16 32

Number of Processors

64



directional communications.

nl . n2 Line speed vs
\/A end-point limited

@ Investigate other methods for testing the global network.

@ Evaluate the full range from simultaneous nearest neighbor communications to all-to-all.



MPI

MPICH LAM/MPI
MPI/Pro MP_Lite

NetPIPE

native
software
layers

TCGMSG

runs on
ARMCI or MPI

protocols

1-sided
L protocols

N

MP1-2

1-sided
MPI_Put or MPI_Get

SHMEM
1-sided
puts and gets

TCP

workstations
PCs

GM

Myrinet cards

Infiniband
Mellanox VAPI

ARMCI
TCP, GM, VIA,
Quadrics, LAPI

SHMEM

& GPSHMEM

~ valuator

IBM SP

Cray T3E

SGI systems

ARMCI

+ Measure performance or do an integrity test.

+ Basic send/recv with options to guarantee pre-posting or use MPI_ANY_SOURCE.
+ Option to measure performance without cache effects.
+ One-sided communications using either Get or Put, with or without fence calls.

http://www.scl.amesl ab.gov/Projects/NetPlI PE/



ALCMD Scaling on the Cray T3E ©

500 1

400 1

0 100 200 300 400 500
Number of Processors

~75 MFlops / node
340 ==> 160 MB / sec max with a 20 us latency
3D toroid topology, but can't map to it

A 1,000 atom run for 20,000 time steps on 16 nodes takes 2.2 minutes
A 10,000 atom run for 20,000 time steps on 64 nodes takes 5.4 minutes
A 100,000 atom run for 20,000 time steps on 128 nodes takes 25 minutes
A 1,000,000 atom run for 20,000 time steps on 512 nodes takes 56 minutes



20 hrs
6 hrs
procs 15hrs
.. 256 procs 4 hrs
ms 1024 procs 10 hrs

Keep above 1000 atoms/ processor.
Parallel efficiency kept above 75%.
110-150 MFlops/ processor

elBM SP

10,000,000 steps

1,000,000 steps
1,000,000 steps
100,000 steps
100,000 steps



